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Abstract 
This research introduces a machine learning framework designed to predict stroke risk while modelling its potential progression from heart 
disease. Using a structured healthcare dataset, the system applies supervised learning algorithms—Random Forest, Decision Tree, and Naive 
Bayes to analyse clinical, demographic, and lifestyle features. A key contribution is the development of a “Progression Path” logic that 
categorizes individuals into four stages: No Risk, Heart Only, Stroke Only, and Heart → Stroke. The models are evaluated using accuracy, 
confusion matrices, and feature importance analysis. Additionally, visual tools such as Sankey diagrams and patient-level probability 
simulations improve interpretability and clinical relevance. The proposed framework supports early diagnosis, personalized risk forecasting, and 
proactive intervention, demonstrating the practical value of machine learning in preventive healthcare. 
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1. Introduction 
Stroke is a serious neurological condition that often occurs 
without warning and can lead to permanent disability or 
death. It is increasingly recognized as a disease that does not 
occur in isolation but is influenced by a combination of 
cardiovascular, metabolic, and lifestyle-related risk factors. 
Among these, heart disease stands out as a major precursor, 
sharing many overlapping causes such as hypertension, 
elevated glucose levels, obesity, and smoking habits. Despite 
advancements in medical diagnostics, early identification of 
stroke-prone individuals remains a significant challenge, 
especially in resource-limited healthcare environments [1]. 
Recent advancements in machine learning have opened up 
new possibilities in the field of preventive medicine. Complex 
patterns in healthcare data that may not be immediately 
obvious to physicians can be analyzed using machine learning 
algorithms. These models can assist in the early detection of 
risk by learning from historical patient data and making real-
time predictions for new individuals.  
This research aims to develop a two-stage machine learning 
framework that can predict both stroke and heart disease 
using patient features, including age, BMI, average glucose 
level, marital status, and lifestyle habits. Beyond binary 
classification, this study introduces a novel “Progression 
Path” that maps potential transitions from heart disease to 
stroke. This pathway categorizes patients into one of four 
stages: No Risk, Heart Only, Stroke Only, and Heart → 

Stroke, [3] thereby offering a broader understanding of disease 
progression.  
To enhance the interpretability and practical value of the 
predictions, the study also incorporates visual tools such as 
Sankey diagrams and patient-level simulations [4]. These 
enable healthcare professionals to understand patient-specific 
outcomes better and take timely preventive action. This work 
contributes not only to stroke prediction but also to the 
broader goal of building predictive systems that support 
personalized healthcare and early intervention. 
 
2. Review of Literature 
Numerous studies have explored the application of machine 
learning to predict stroke using clinical and demographic 
datasets. Models such as Logistic Regression and Support 
Vector Machines have been commonly employed due to their 
interpretability and ease of use. Additionally, more advanced 
methods like Random Forest and XGBoost have shown 
improved performance by handling feature interactions and 
nonlinear patterns in the data [1, 2]. 
Despite these advancements, a majority of existing research 
focuses solely on stroke prediction without considering its 
possible links to preceding cardiovascular conditions. The 
isolation of stroke risk from heart disease in predictive models 
presents a critical gap in understanding disease progression [3]. 
Moreover, while some studies attempt to address class 
imbalance through resampling techniques such as 
oversampling and SMOTE, many still fall short in providing a 
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comprehensive risk modelling pipeline that supports 
personalized healthcare [4]. 
In contrast to the above approaches, our study addresses 
stroke and heart disease independently and integrates them 
into a unified predictive system. The inclusion of a novel 
“Progression Path” logic makes our framework distinct, as it 
models transitions from heart disease to stroke and 
categorizes patients accordingly. This holistic view is further 
strengthened through the use of patient-level simulations and 
visualizations such as Sankey diagrams, which are largely 
absent in prior literature [5]. 
Therefore, our research advances the field by combining 
disease progression modeling with machine learning 
classification and enhancing transparency through feature 
importance analysis. This makes the proposed system more 
robust, interpretable, and suitable for integration into real-
world clinical workflows. 
 
3. Objective 
The primary aim of this study is to develop a comprehensive 
dual-stage machine learning framework capable of predicting 
both stroke and heart disease risks. First, we seek to construct 
and compare supervised classifiers—including Random 
Forest, Decision Tree, and Naive Bayes—to determine which 
algorithm most effectively identifies individuals at risk based 
on clinical and lifestyle variables such as age, BMI, glucose 
level, hypertension, and smoking habits. Next, we introduce a 
novel “Progression Path” mapping logic that categorizes 
patients into four risk stages (No Risk, Heart Only, Stroke 
Only, and Heart → Stroke), illustrating the transition from 
cardiac conditions to cerebrovascular events. To ensure the 
model's applicability in real-world settings, we incorporate 
strategies like stratified train-test splits and balanced 
performance metrics (precision, recall, and F1-score) to 
address class imbalance. Moreover, we enhance model 
interpretability through feature importance extraction and 
deploy visualization techniques such as Sankey diagrams and 
patient-level probability simulations. Finally, by delivering 
personalized risk thresholds and actionable visual outputs, our 
work aims to support early intervention, improve clinical 
decision-making, and contribute a transparent, interpretable 
tool within preventive healthcare systems. 
 
4. Methodology 
Model Selection to achieve reliable and interpretable results, 
three well-established supervised learning algorithms were 
selected: Random Forest, Decision Tree, and Gaussian Naive 
Bayes. These models are widely used in healthcare prediction 
tasks due to their simplicity, speed, and robustness in 
handling both linear and nonlinear data. 
Separate Modelling for Heart and Stroke, separate 
classification models were trained for predicting heart disease 
and stroke. The heart model incorporates variables including 
age, BMI, glucose level, hypertension, marital status, and 
smoking habits. The stroke model included all available 
predictors except the stroke label. Both models were trained 
using the same 80:20 train-test split. 
Progression Path Logic: After generating predictions for 
heart disease and stroke, a novel  
categorical variable called “Progression Path” was created. 
This variable defines four possible states:  
i). No Risk 
ii). Heart Only  
iii). Stroke Only  
iv). Heart → Stroke.  

These labels provide insight into the probable sequence of 
health deterioration, enabling clinicians to prioritize patients 
based on combined risk. Visualization Tools to improve 
interpretability, results were visualized using (for feature 
importance). These tools offer comprehensive insights at both 
the global and individual patient levels. This methodology 
enables dual-disease prediction with progression awareness, 
improving the reliability and usability of the system for 
clinical settings. Sankey diagrams (to show transitions 
between risk stages), confusion matrices (for model 
performance), and bar plots. 
 
5. Data Preprocessing Pipeline 
i). Dataset Description: The dataset used in this study 

consists of 5,110 records, containing patient-level 
information across multiple categories, including 
demographic details (age, gender), clinical indicators 
(BMI, hypertension, average glucose level, heart 
disease), and behavioral features (smoking status, work 
type, residence type, and marital status). The outcome 
variable is dichotomous, signifying whether the 
individual has undergone a stroke event. 

ii). 5.2 Handling Missing Data: One of the major 
preprocessing steps involved addressing missing values. 
Specifically, the BMI column had null entries. Instead of 
discarding these rows—which could reduce the sample 
size—we replaced missing BMI values with the mean 
BMI of the dataset. This technique preserved data 
integrity while minimizing bias. 

iii). Encoding Categorical Variables: Numerical input is 
essential for machine learning models. Thus, categorical 
features such as gender, ever married, work type, 
Residence type, and smoking status were converted into 
numerical form using Label Encoding. Each unique 
category was assigned a distinct integer value, preserving 
the integrity of the data while making it suitable for 
model training. 

iv). Class Separation: The dataset was split into features (X) 
and target (y), where the stroke column served as the 
output variable. Additional target variables, such as heart 
disease, were used separately to train a heart prediction 
model, enabling us to model the risk progression from 
heart disease to stroke. 

v). Data Splitting: An 80:20 ratio was used to divide the 
dataset into training and testing subsets to impartially 
assess the models' performance. This allowed us to train 
the models on one portion of the data and assess their 
accuracy on unseen data, simulating real-world 
predictions. 

 
6. Implementation  
The implementation was carried out in Python using the 
Jupyter Notebook environment. Key libraries included Pandas 
and NumPy for data handling, Scikit-learn for machine 
learning models and metrics, and Matplotlib, Seaborn, and 
Plotly for visualization. 
 
i). Model Development  
The implementation was carried out in Python using the 
Jupyter Notebook environment. Key libraries included Pandas 
and NumPy for data handling, Scikit-learn for building the 
machine learning models, and Matplotlib, Seaborn, and Plotly 
for data visualization. The models developed— Random 
Forest, Decision Tree, and Gaussian Naive Bayes—were 
trained using the processed dataset. Predictions were 
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generated separately for stroke and heart disease, and the 
classification performance was assessed using accuracy, 
precision, recall, F1-score, and confusion matrices. Feature 

importance was also extracted from the Random Forest 
classifier to identify the most influential variables, including 
age, average glucose level, and BMI. 

 

 
 

Fig 1: Model Accuracy Comparison 
 

ii). Visualization and Patient Stimulation 
To enhance interpretability, visual tools were used to 
represent model insights. A Sankey diagram was constructed 
using Plotly to illustrate transitions across the four risk stages: 
No Risk, Heart Only, Stroke Only, and Heart → Stroke. 
Confusion matrices were plotted using Seaborn to evaluate 
classification performance visually. Feature importance 
rankings were shown through bar plots. Patient-level 
simulation was conducted by selecting random samples from 
the dataset and predicting individual stroke probabilities. 
These simulations helped highlight high-risk cases and 
provided personalized output for analysis. This 
implementation bridges theory and application by integrating 
model performance, predictive simulation, and visualization 
within a unified framework. A Sankey diagram was 

constructed using Plotly to represent the transitions across the 
four stages of progression. Confusion matrices were plotted 
using Seaborn, and feature importance was visualized using 
bar plots to highlight influential predictors like age, glucose 
level, and BMI. The system also simulated predictions for 
randomly selected patient records and displayed individual 
stroke probabilities. These outputs provided meaningful 
insight into how underlying conditions may evolve and which 
patients are at highest risk. This implementation bridges 
theory and application by integrating model predictions, 
simulations, and interactive visual analysis in a single 
environment. This implementation bridges theory and 
application by integrating model predictions, simulations, and 
interactive visual analysis in a single environment. 

 

  
 

Fig 2: No risk  Fig 3: Heart disease 
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Fig 4: Stroke  Disease Fig 5: Heart and stroke disease 
 

 
 

Fig 6: Stroke Risk Probability 
 

7. Result 
The evaluation of the proposed machine learning framework 
focused on accuracy, confusion matrix interpretation, and 
clinical relevance. Among the models tested, the Random 
Forest classifier achieved the highest accuracy in stroke 
prediction, followed by Decision Tree and Naive Bayes. The 
Random Forest model not only performed well in terms of 
overall accuracy but also exhibited better precision and recall 
for the minority stroke class, which is critical in imbalanced 
datasets. 
The confusion matrix provided insights into false positives 
and false negatives, helping identify patterns of 
misclassification. The Decision Tree model, while 
interpretable, showed slightly lower performance, likely due 
to its sensitivity to overfitting. The Naive Bayes model had 
the lowest accuracy but offered speed and simplicity, making 
it suitable for preliminary assessments. 
Age, BMI, and average glucose level were the main predictor
s of stroke, according to feature importance analysis. These 
findings are consistent with established clinical knowledge 
and support the model's credibility. 

The progression path simulation showed a clear transition 
from heart disease to stroke in certain high-risk individuals. 
An understandable summary of the course of the disease was 
provided by the Sankey diagram visualization, which showed 
how patient categories changed between danger states. 
Simulated predictions for selected patients with ≥80% stroke 
probability helped flag critical cases and provided clinicians 
with focused intervention opportunities. 
Overall, the results demonstrate that the integrated system not 
only performs well statistically but also enhances clinical 
decision-making through interpretability and individualized 
prediction. A Sankey diagram was constructed using Plotly to 
represent the transitions across the four stages of progression. 
Confusion matrices were plotted using Seaborn, and feature 
importance was visualized using bar plots to highlight 
influential predictors like age, glucose level, and BMI. The 
system also simulated predictions for randomly selected 
patient records and displayed individual stroke probabilities. 
These outputs provided meaningful insight into how 
underlying conditions may evolve and which patients are at 
highest risk. This implementation bridges theory and 
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application by integrating model predictions, simulations, and 
interactive visual analysis in a single environment. 
This implementation bridges theory and application by 
integrating model predictions, simulations, and interactive 
visual analysis in a single environment. 
 
8. Conclusion 
This research presents a machine learning-based framework 
that predicts both stroke and heart disease while also 
analysing their potential progression relationship. The use of 
models like Random Forest, Decision Tree, and Naive Bayes 
allowed us to classify health risks based on important patient 
features such as age, BMI, glucose levels, and lifestyle habits. 
A key feature of the framework is the "Progression Path" 
logic, which offers a clear understanding of how heart disease 
might lead to stroke in high-risk individuals. The visual tools 
and simulation results made the predictions easier to interpret 
and more relevant for clinical application. 
In conclusion, this study provides an effective and 
interpretable system that supports early detection, 
personalized healthcare, and informed decision-making. The 
framework sets a strong foundation for further advancements 
in data-driven medical prediction systems. A Sankey diagram 
was constructed using Plotly to represent the transitions 
across the four stages of progression. Confusion matrices 
were plotted using Seaborn, and feature importance was 
visualized using bar plots to highlight influential predictors 
like age, glucose level, and BMI. The system also simulated 
predictions for randomly selected patient records and 
displayed individual stroke probabilities. These outputs 
provided meaningful insight into how underlying conditions 
may evolve and which patients are at highest risk. This 
implementation bridges theory and application by integrating 
model predictions, simulations, and interactive visual analysis 
in a single environment. 
 
9. Future Work 
In the future, the system can be enhanced by integrating real-
time health data from wearable devices to enable continuous 
risk monitoring. Deep learning models may also be explored 
to improve prediction accuracy on larger and more complex 
datasets. Additionally, addressing class imbalance through 
advanced resampling techniques can further optimize stroke 
detection. The framework could be extended into a mobile or 
web-based application for practical use by doctors and 
patients. Incorporating explainable AI would also improve 
clinical trust in the system's predictions. 
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